SEARCH OF THE GROUND STATE(S) OF SPIN GLASSES AND QUANTUM ANNEALING

SUDIP MUKHERJEE$^{1,2,*}$

We review our earlier studies on the order parameter distribution of the quantum Sherrington-Kirkpatrick (SK) model. Through Monte Carlo technique, we investigate the behavior of the order parameter distribution at finite temperatures. The zero temperature study of the spin glass order parameter distribution is made by the exact diagonalization method. We find in low-temperature (high-transverse-field) spin glass region, the tail (extended up to zero value of order parameter) and width of the order parameter distribution become zero in thermodynamic limit. Such observations clearly suggest the existence of a low-temperature (high-transverse-field) ergodic region. We also find in high-temperature (low-transverse-field) spin glass phase the order parameter distribution has nonzero value for all values of the order parameter even in infinite system size limit, which essentially indicates the nonergodic behavior of the system. We study the annealing dynamics by the paths which pass through both ergodic and nonergodic spin glass regions. We find the average annealing time becomes system size independent for the paths which pass through the quantum-fluctuation-dominated ergodic spin glass region. In contrast to that, the annealing time becomes strongly system size dependent for annealing down through the classical-fluctuation-dominated nonergodic spin glass region. We investigate the behavior of the spin autocorrelation in the spin glass phase. We observe that the decay rate of autocorrelation towards its equilibrium value is much faster in the ergodic region with respect to the nonergodic region of the spin glass phase.

I. Introduction

Many-body localization has been a topic of major interest and research, following the classic work of Anderson (see e.g.,$^1$ for a recent review). Ray et al.$^2$ published a paper in 1989, which shows the possibility of the delocalization in the Sherrington-Kirkpatrick (SK)$^3$ spin glass system with the help of quantum fluctuation. The free energy landscape of SK spin glass is highly rugged. The free energy barriers are macroscopically high, which separate the local free energy minima. The system often get trapped into any one of such local free energy minima and as a result of that one would find a board spin glass order parameter distribution, which contains a long tail extended up to the zero value of the order parameter as suggested by Parisi$^4,5$. Such broad order parameter distribution indicates breaking of replica symmetry, which essentially reveals the nonergodic behavior of the system. This nonergodicity is responsible for the NP hardness in the search of the spin glass ground state(s) and equivalent optimization problems$^6$.

The situation can be remarkably different if SK spin glass is placed under the transverse field. Using the quantum fluctuation the system can tunnel through the high (but narrow) free energy barriers and consequently the system can avoid the trapping in the local free energy minima. Such phenomena of quantum tunneling across the free energy barriers was first reported by Ray et al.$^2$. This key idea plays instrumental role in the development of the quantum annealing$^6,13$. With the aid of quantum fluctuation the system can explore the entire free energy landscape.
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and essentially the system regains its ergodicity. Therefore, one would expect a narrow order parameter distribution, sharply peaked about any nonzero value of the order parameter.

We investigate the behavior of the spin glass order parameter distribution of the quantum SK spin glass\textsuperscript{14}. At finite temperature, employing Monte Carlo method, we numerically extract the spin glass order parameter distribution whereas for zero temperature we use exact diagonalization technique. From our numerical results we identify a low-temperature (high-transverse-field) spin glass region where the tail of the order parameter distribution vanishes in the thermodynamic limit. We observe in such quantum-fluctuation dominated region, the order parameter distribution shows clear tendency of becoming a delta function for infinite system size, which essentially indicates the ergodic nature of system. On the other hand, we find in high-temperature (low-transverse field) spin glass phase, the order parameter distribution remains Parisi type\textsuperscript{15}, suggesting the nonergodic behavior of the system. We perform dynamical study of the system to investigate the variation of the average annealing time in both ergodic and nonergodic spin glass regions. Using the effective Suzuki-Trotter Hamiltonian dynamics of the model, we try to reach a fixed low-temperature and low-transverse-field point along the annealing paths, which are passing through the both ergodic and nonergodic regions. With limited system sizes, we do not find any system size dependence of the annealing time when such dynamics is performed along the paths going through the quantum-fluctuation dominated ergodic spin glass region. In case of annealing down through the nonergodic region, we clearly observe the increase in the annealing time with increase of system size.

We examine the nature of spin autocorrelation in the spin glass phase of the quantum SK model\textsuperscript{16}. We find the relaxation behavior of the spin autocorrelation is very different in ergodic and nonergodic regions. In quantum-fluctuation-dominated ergodic spin glass phase, the autocorrelation relaxes extremely quickly whereas the effective relaxation time is much higher in the classical-fluctuation-dominated nonergodic spin glass region.

II. Models

The Hamiltonian of the quantum SK model containing $N$ Ising spins is given by\textsuperscript{17}

$$H = H_0 + H_I,$$

$$H_0 = -\sum_{i<j} J_{ij} \sigma_i^z \sigma_j^z; \quad H_I = -\Gamma \sum_{i=1}^N \sigma_i^x. \quad (1)$$

Here $\sigma_i^z$ and $\sigma_i^x$ are the $z$ and $x$ components of Pauli spin matrices respectively. The spin-spin interactions $J_{ij}$ are distributed following a Gaussian distribution

$$\rho(J_{ij}) = \left(\frac{N}{2\pi J^2}\right)^{\frac{1}{2}} \exp\left(-\frac{N J_{ij}^2}{2J}\right)$$

with zero mean and standard deviation $J/\sqrt{N}$. The transverse field is denoted by $\Gamma$. To perform finite temperature ($T$) study on the quantum SK spin glass, the Hamiltonian $H$ is mapped into an effective classical Hamiltonian $H_{\text{eff}}$ using Suzuki-Trotter formalism. Such $H_{\text{eff}}$ is given by

$$H_{\text{eff}} = -\sum_{n=1}^{M} \sum_{i<j} \frac{J_{ij}}{M} \sigma_i^n \sigma_j^n - \sum_{i=1}^{N} \sum_{n=1}^{M} \frac{1}{2\beta} \log \coth \frac{\beta T}{M} \sigma_i^n \sigma_i^{n+1}. \quad (2)$$

Here $\beta$ is the inverse of temperature and $\sigma_i^n = \pm 1$ is the classical Ising spin. One can see the appearance of an additional dimension in Eq. (2), which is often called Trotter dimension $M$. As $\beta \to \infty$, the $M \to \infty$.

Fig 1: For temperature $T = 0.20$ and transverse field $\Gamma = 1.00$, the plots of the order parameter distribution $P(q)$: (a) area-normalized (b) peak-normalized. The numerical data are obtained from Monte Carlo simulations. Extrapolations of $P(0)$ and $W$ (width of the distribution function) with $1/N$ are shown in the insets. For both area and peak normalized distributions, the $P(0)$ and $W$ tend to zero for infinite system size.
III. Finite Temperature Study of Order Parameter Distribution in The Spin Glass Phase

We perform the Monte Carlo simulation on the $H_{\text{eff}}$ to extract the behavior of the order parameter distribution at finite temperature\textsuperscript{14}. We first allow the system for equilibration with $t_0$ Monte Carlo steps and then at each Monte Carlo step we compute the replica overlap

$$ q^{\alpha\beta}(t) = \frac{1}{NM} \sum_{i=1}^{N} \sum_{m=1}^{M} (\sigma_i^m(t))^{\alpha} (\sigma_i^m(t))^{\beta}, $$

where $(\sigma_i^m)^{\alpha}$ and $(\sigma_i^m)^{\beta}$ denote the spins of the two identical replicas $\alpha$ and $\beta$ respectively, having same set of spin-spin interactions. We define one Monte Carlo step as a sweep over the entire system, where each spin is updated once. The order parameter distribution is given by

$$ P(q) = \frac{1}{t_1-t_0} \sum_{t=t_0}^{T+1} \delta(q-q^{\alpha\beta}(t)). $$

Here overhead bar denotes the averaging over the configuration. For thermal averaging we consider $t_1$ Monte Carlo steps. The order parameter of the spin glass system is define as

$$ q = \frac{1}{MN} \sum_{m=1}^{M} \sum_{i=1}^{N} (\sigma_i^m)^2, $$

where $<..>$ indicates the thermal average for given set disorder. We numerically obtain the order parameter distribution $P(q)$ for a given set of $T$ and $\Gamma$. Along with the usual area normalized distribution, we also evaluate the peak normalized order parameter distribution (where the peak is normalized by its maximum value).

To perform Monte Carlo simulations, we take system sizes $N = 100, 120, 180, 240$ and number of Trotter slices $M = 15$. The equilibrium time of the system is not identical throughout the entire spin glass region on $\Gamma - T$ plane. We find the equilibrium time of the system (for $100 \leq N \leq 240$) is typically $\leq 10^6$ within the region $T < 0.25$ and $\Gamma < 0.40$, whereas for the rest of the spin glass region the systems equilibrates within $\leq 10^5$ Monte Carlo steps. In our numerical simulations, we take $J = 1$ and the thermal averaging is made over the $t_1 = 1.5 \times 10^3$ time steps. The configuration average is made over 1000 sets of realizations. Due to the presence of $Z_2$ symmetry in the system, we evaluate the distribution of $|q|$ instead of $q$. We find a clear system size dependence of $P(0)$ and we extrapolate $P(0)$ with $1/N$ to find its behavior in thermodynamic limit. We also evaluate the width $W$ of the distribution which is define as $W = |q_2 - q_1|$. The value of the distribution becomes half of its maximum at $q = q_1$ and $q_2$. Like $P(0)$, we also extrapolate $W$ with $1/N$ to get its nature in infinite system size limit. We observe two distinct behaviors of the extrapolated values of $P(0)$ and $W$ in the two different regions of spin glass phase. In low-temperature (high-transverse field) region of the spin glass phase, both $P(0)$ and $W$ go to zero in infinite system size limit [see Fig. 1(a)]. The asymptotic behaviors of $P(0)$ and $W$ remain same for the peak normalized order parameter distribution in this region of the spin glass phase [see Fig. 1(b)]. Therefore in low-temperature (high transverse) spin glass region, the behaviors of $P(0)$ and $W$ indicate the order parameter distribution would eventually approaches to Gaussian form in thermodynamic limit, which suggests the ergodic nature of system. On the other hand, in high-temperature (low-transverse field) spin glass region, we find neither $P(0)$ nor $W$ goes to zero even in thermodynamic limit [see Fig. 2(a)]. Again, for peak normalized distribution in low-temperature (high-transverse field) spin glass region, the extrapolated values of $P(0)$ and $W$ remain finite in large system size limit [see Fig. 2(b)]. That means in high-
temperature (low-transverse field) spin glass region, the order parameter distribution has no tendency to take the Gaussian form and it contains long tail (extended to zero value of $\theta$) even in thermodynamic limit. This indicates the nonergodic behavior of the system in the high-temperature (low transverse field) spin glass region.

We study the behavior of order parameter distribution (at $T = 0$) with the system sizes $N = 10, 12, 16, 20$. Like the finite temperature, for a given value of $\Gamma$ we numerically obtain both area [see the Fig. 3(a)] and peak [see the Fig. 3(b)] normalized order parameter distributions. In both the cases one can observe that, beside a peak at any nonzero value of $|Q|$, $P(|Q|)$ also shows an upward rise for low values of $|Q|$. However, the value of $P(0)$ decrease with increase in the system size. To obtain the behavior of both area and peak normalized $P(|Q|)$ in thermodynamic limit, we extrapolate the $P(|Q|)$ with $1/N$ for each values of $|Q|$. For $\Gamma = 0.30$, the extrapolations of area normalized $P(|Q|)$ at $|Q| = 0.0, 0.2$ are shown in the top inset of Fig. 3(a). Similarly the extrapolations of peak normalized $P(|Q|)$ at $|Q| = 0.0, 0.1$ are shown in the top inset of Fig. 3(b) for the same value of $\Gamma$. In addition to the extrapolation of $P(|Q|)$, we also extrapolate the $W$ with $1/N$ where $W$ is the width of the order parameter distribution. The $W$ is define as $W = |Q_2 - Q_1|$, where $P(|Q|)$ becomes half of its maximum at the values $|Q_1|$ and $|Q_2|$. The extrapolations of $W$ as a function of $1/N$ for area and peak normalized distributions are shown in the bottom insets of Fig. 3(a) and Fig. 3(b) respectively. Due to the severe limitation of maximum system, the extrapolated curve of $P(|Q|)$ (for infinite system size) does not take the form of delta function even in thermodynamic limit. However, the order parameter distribution shows clear tendency of getting narrower with the increase of system size. The limitation in system size, is also responsible for the nonzero value of $W$ even in infinite system size limit.

Hence, we can say that at zero temperature, in the spin glass phase, the $P(|Q|)$ would eventually become a delta function (peaked about a finite value of $|Q|$) in thermodynamic limit, which essentially suggests the ergodic behavior of the system.

IV. Zero Temperature Study of Order Parameter Distribution in the Spin Glass Phase

Using exact diagonalization technique we explore the behavior of the spin glass order parameter distribution at zero temperature. We obtain the ground state of the Hamiltonian in Eq. (1) through Lanczos algorithm. We express the $H$ in the spin basis states, which are actually the eigenstates of $H_0$. We obtain (after diagonalization) the eigenstates of $H$, where $n$-th eigenstate can be written as $|\psi_n\rangle = \sum_{\alpha=0}^{2^n-1} a^n_{\alpha} |\phi_{\alpha}\rangle$. Here $|\phi_{\alpha}\rangle$ are the eigenstates of $H_0$ and $a^n_{\alpha} = \langle \phi_{\alpha} | \psi_n \rangle$. Since in the present case we confine our study at zero temperature, then only the ground state averaging is made in the evaluation of order parameter. The order parameter at zero temperature is define as $Q = (1/N) \sum_{i} |\psi_0 \rangle \sigma_i^z |\psi_0 \rangle$ where $Q_i$ is the local site-dependent order parameter. One can see that the definition of the order parameter at zero temperature is different form its definition at the finite temperature. The order parameter distribution is given by

$$P(|Q|) = \frac{1}{N} \sum_{i=1}^{N} \delta(|Q_i| - Q).$$
belong to the paramagnetic region and they are. Here we explore the annealing dynamics of the SK, which is actually the time to achieve a very low energy of both PM and SG. We consider linear annealing schedules; \( T(t) = T_0 (1 - \frac{t}{\tau}) \) and \( \Gamma(t) = \Gamma_0 (1 - \frac{t}{\tau}) \). Here \( T_0 \) and \( \Gamma_0 \) belong to the paramagnetic region and they are equidistant from the phase boundary in the different parts of the phase diagram. We should mention that, to avoid the singularities in the \( H_{\text{eff}} \), we are forced to keep very small values \( \left( = 10^{-3}\right) \) of both \( T \) and \( \Gamma \) even at the end of the annealing schedules. The annealing time is denoted by \( \tau \), which is actually the time to achieve a very low free energy corresponding to the very small values of \( T = 10^{-3} = \Gamma \). We explore the annealing dynamics of the system for a path that either passes through the ergodic or nonergodic spin glass regions [see Fig 4(a)]. We study the variation of \( \tau \) with \( S \), which is defined as the arc-distance between the intersection point of the annealing path with the critical line and the zero temperature spin glass to paramagnetic transition point. Such arc-distance is measured along the phase boundary between the spin glass and paramagnetic phases. Our numerical results show that up to a certain value of arc-length \( [S \leq 1; \text{see Fig 4(b)}] \), the annealing time does not have any system size dependence. These results are actually associated with paths which are passing through the ergodic region SG(E) of the spin glass phase. On the other hand, for \( S \geq 1 \), corresponding to the paths passing through the nonergodic spin glass region, the \( \tau \) increases with the increase of \( S \). We also find that, the numerical error associated with the estimation of \( \tau \), increases monotonically with \( S \) and beyond \( S \geq 1 \) such error bars in \( \tau \) corresponding to different values of \( N \) start overlapping [see Fig 4(b)].

**VI. Study of Spin Autocorrelation Dynamics**

We investigate the behavior of the spin autocorrelation in both ergodic and nonergodic spin glass regions. First we take any spin configuration (after the equilibrium) at any particular Monte Carlo step \( \tilde{t} \) and then in each Monte Carlo step, we calculate the instantaneous overlap of the spin configuration with the spin profile at \( t = \tilde{t} \). We continue this calculation for an interval of time \( T \). After that we pick the spin configuration at \( T+1 \) and repeat the same calculation again for an interval of time \( T \). With fixed values of \( T \) and \( \Gamma \), the autocorrelation function \( G_N(t) \) for given system size \( N \) is defined as

\[
G_N(t) = \frac{1}{NM} \sum_{i=1}^{N} \sum_{n=1}^{M} \sigma_i^n(t_0) \sigma_i^n(t) .
\]  (3)
For a given realization of spin-spin interactions, we average $G_N(t)$ over several intervals, which is indicated by $\langle\ldots\rangle$. Again the overhead bar denotes the disorder average. As we compute $G_N(t)$ in the spin glass phase then it should finally decay to a finite value. We find the relaxation behaviors of $G_N(t)$ are remarkably different in ergodic and nonergodic spin glass regions. We notice that, in the ergodic region, the $G_N(t)$ very quickly achieves its equilibrium value whereas in the nonergodic region the relaxation of $G_N(t)$ towards its equilibrium value is much slower than that of the earlier case.

To accomplish the Monte Carlo simulations, we take system sizes $N = 120, 180, 240$ and Trotter size $N = 10$. The interval average is made over 1000 intervals where in each interval we take 2000 Monte Carlo steps. We take 100 samples for disorder averaging. The variation of $G_N(t)$ with $t$ for different system sizes are shown in Fig. 5(a). Here the values of $T = 0.15$ and $\Gamma = 1.00$ (belonging to the ergodic region). One can clearly see the quick saturation (almost) of $G_N(t)$ at its equilibrium value. In addition to that, one can also notice the system size dependence of $G_N(t)$. To extract the value of $G_N(t)$ in thermodynamic limit, we extrapolate $G_N(t)$ with $1/N$ and such extrapolations at $t = 500, 1500$ are shown in the inset of Fig. 5(a). We plot the variations of $G_N(t)$ with $t$ for different system sizes in Fig. 5(b) where $T = 0.40$ and $\Gamma = 0.40$ (belonging to nonergodic region). Here we again extrapolate $G_N(t)$ as a function of $1/N$ at $t = 500, 1500$ [see the inset of Fig. 5(b)]. In this case we can clearly see the decay of $G_N(t)$ is much slower with respect to the earlier case. For given values of $T$ and $\Gamma$, we extract the entire extrapolated autocorrelation curve $G(t)$ for infinite system size. To find the relaxation time scale we try to fit $G(t)$ with the function

$$G(t) = G_s + (1 - G_s) \exp \left[ -\frac{t}{\tau_A} \right]^\alpha. \quad (4)$$

The tentative saturation value of $G(t)$ is denoted by $G_s$ and $\tau_A$ is the effective relaxation time of the system. Here $\alpha$ is the stretched exponent. The extrapolated curves $G(t)$ belong to the ergodic region of the spin glass phase and their associated best-fit curves are shown in Fig. 5(c). In the ergodic region, the typical value of relaxation time $\tau_A$ is of the order of 2. We find the value of $\alpha$ is very high ($\approx 17 \pm 3$). Similar variations of $G(t)$ (belong to

---

**Fig. 5**: The plots of spin autocorrelation function $G_N(t)$ [as defined in Eq. (3)] with time $t$ for (a) $T = 0.15$ and $\Gamma = 1.00$, (b) $T = 0.40$ and $\Gamma = 0.40$. We take system sizes $N = 120, 180, 240$. The extrapolations of $G_N(t)$ with $t=500$ and 1500, are shown in the insets. Variations of extrapolated autocorrelation $G(t)$ (a) at ($T = 0.10$, $\Gamma = 0.70$), ($T = 0.10$, $\Gamma = 1.00$), ($T = 0.15$, $\Gamma = 1.00$), and ($T = 0.20$, $\Gamma = 1.00$), (b) at ($T = 0.30$, $\Gamma = 0.40$), ($T = 0.40$, $\Gamma = 0.40$), ($T = 0.50$, $\Gamma = 0.50$), and ($T = 0.60$, $\Gamma = 0.40$). The dotted lines show the best-fit [to Eq. (4)] curves associated with these $G(t)$ variations.
nonergodic spin glass region) and their corresponding best-fit lines are shown in Fig. 5(d). In this case, considering \( \alpha = 0.31 \pm 0.01 \) we find reasonably good fittings of \( G(t) \) curves. Unlike the ergodic region, in this case we find that the value of \( \tau_A \) is not uniform throughout the nonergodic region. In fact, we notice an increase in the value of \( \tau \) as we move towards the deep into the nonergodic spin glass region from the line of separation, which separate the ergodic and nonergodic regions. In Table I, we show the values of the \( \alpha \) and \( \tau_A \) obtained from the fittings of the \( G(t) \) curves (belonging to both ergodic and nonergodic regions). One can notice the change in the value of \( \alpha \) as one move from ergodic to nonergodic region.

### Table I: Best-fit values of \( G_s, \alpha, \) and \( \tau_A \) for different pairs of \( T \) and \( \Gamma \), obtained from fitting of \( G(t) \) to Eq. (4).

<table>
<thead>
<tr>
<th>Region</th>
<th>( T )</th>
<th>( \Gamma )</th>
<th>( G_s )</th>
<th>( \alpha )</th>
<th>( \tau_A )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ergodic (SG)</td>
<td>0.10</td>
<td>1.00</td>
<td>0.40</td>
<td>19.75</td>
<td>1.91</td>
</tr>
<tr>
<td></td>
<td>0.15</td>
<td>1.00</td>
<td>0.40</td>
<td>16.64</td>
<td>1.87</td>
</tr>
<tr>
<td></td>
<td>0.20</td>
<td>1.00</td>
<td>0.34</td>
<td>14.34</td>
<td>1.90</td>
</tr>
<tr>
<td></td>
<td>0.10</td>
<td>0.70</td>
<td>0.65</td>
<td>13.68</td>
<td>1.86</td>
</tr>
<tr>
<td>Nonergodic (SG)</td>
<td>0.30</td>
<td>0.40</td>
<td>0.71</td>
<td>0.30</td>
<td>11.01</td>
</tr>
<tr>
<td></td>
<td>0.40</td>
<td>0.40</td>
<td>0.62</td>
<td>0.30</td>
<td>28.71</td>
</tr>
<tr>
<td></td>
<td>0.50</td>
<td>0.40</td>
<td>0.51</td>
<td>0.32</td>
<td>57.20</td>
</tr>
<tr>
<td></td>
<td>0.60</td>
<td>0.40</td>
<td>0.38</td>
<td>0.31</td>
<td>98.43</td>
</tr>
</tbody>
</table>

### VII. Summary and Discussion

To extract the nature of the spin glass order parameter distribution (at finite temperature), we perform Monte Carlo simulations with system sizes \( N = 100, 120, 180, 240 \) and Trotter size \( M = 15 \). Such study for the zero temperature is made through the exact diagonalization method with \( N = 10, 12, 16, 20 \). We should mention that the Monte Carlo results remain fairly unaltered when we varied the \( M \) with \( N \) to keep the \( M/N^d \). Here \( z \) is the dynamical exponent and \( d \) is the effective dimension of the system. We find that in low-temperature (high-transverse-field) spin glass region, the width of the order parameter distribution tends to zero for infinite system size. In such region the tail (extended up to zero value of order parameter) of the distribution function vanishes in thermodynamic limit. These observations suggest that, with the help of quantum fluctuation the system regains its ergodicity in the low-temperature (high-transverse-field) spin glass phase. In contrast to this, we also find high-temperature (low-transverse-field) spin glass region where the width as well as the tail of the distribution function do not vanish even in thermodynamic limit, which essentially indicates the nonergodic behavior of the system in such region of spin glass phase. The possible line which separates the ergodic and nonergodic regions of the quantum spin glass phase, is originated from the point \( (T = 0.0 \) and \( \Gamma = 0.0 \) and intersects the phase boundary at the quantum-classical-crossover point \( (T = 0.49, \Gamma = 1.31) \) [see Fig. 4(a)].

To study the effect of the quantum-fluctuation-induced ergodicity in the annealing dynamics, we examine the variation of the annealing time \( \tau \) with the system size. During the course of the annealing, we tune the temperature and transverse field following the schedules \( T(t) = T_0(1 - \frac{t}{T_{\text{tot}}}) \) and \( \Gamma(t) = \Gamma_0(1 - \frac{t}{T_{\text{tot}}}) \) respectively. Here the values of \( T_0 \) and \( \Gamma_0 \) belong to the paramagnetic phase of the system. To avoid the singularities in the Suzuki-Trotter-Hamiltonian at \( T = 0 \) and \( \Gamma = 0 \), we assign a nonzero (but very small) value for both \( T \) and \( \Gamma \) even at the end of the annealing schedules. We calculate the required annealing time \( \tau \) to reach a very low energy state, which is essentially very close the actual ground state of the system. We observe that the annealing time \( \tau \) becomes clearly system size independent, when the annealing paths go through the ergodic region of the spin glass phase. On the other hand, we find \( \tau \) becomes strongly system size dependent, when annealing is carried out by the paths which pass through the nonergodic region of the spin glass phase [see Fig. 4(b)].

We accomplish another finite temperature dynamical study, which again helps to distinguish between the ergodic and nonergodic regions in the spin glass phase. Through the Monte Carlo simulations, for a given values of \( T \) and \( \Gamma \), we study the temporal behavior of the average spin autocorrelation \( G_s(t) \). For this study we consider system sizes \( N = 120, 180, 240 \) and Trotter size \( M = 10 \). For each pair of \( T \) and \( \Gamma \), through the finite-size scaling analysis, we obtain the infinite-system-size autocorrelation curve \( G(t) \). We attempt to fit \( G(t) \) with the stretched exponential functions in Eq. (4). From such fits we find, in the quantum-fluctuation-dominated ergodic spin glass region, the \( G(t) \) very quickly relaxes towards its equilibrium value within the effective relaxation time \( \tau_A \sim 2 \). We also find the value of the stretched exponent \( \alpha \) is of the order of 10, which possibly indicates the fits are not very satisfactory. On the other hand, in the classical-fluctuation-dominated nonergodic region, we find decent fitting of \( G(t) \) curves. The obtained values of the effective relaxation times are very large compared to the value of \( \tau_A \) in ergodic region. In this case, we also get \( \alpha = 0.31 \pm 0.01 \).
Both our static and dynamic studies indicate the regain of ergodicity in the spin glass phase with the aid of quantum-fluctuation. In low-temperatures, using the quantum kinetic energy, the system can tunnel through the high (but narrow) free energy barrier. As a result of that one would expect the restoration of replica symmetry in the low-temperature (high-transverse field) spin glass phase. The effect of the quantum-fluctuation induced ergodicity in the spin glass phase, is also reflected in the dynamical behavior of the system, like fast relaxation of spin autocorrelation. The phenomena of quantum tunneling across the macroscopically high free energy barriers is not only responsible for making annealing time \( \tau \) system-size-independent in the ergodic region of the spin glass phase but it is also the origin of the success of the quantum annealing. This ingenious idea of quantum tunneling in the free energy landscape of spin glass systems, proposed by Ray et al. 1989, initially faced severe criticisms (see e.g., [20]) though eventually their idea is getting appreciated in the context of quantum annealing researches. We put an Appendix-A, highlighting a few such appreciative sentences (on Ray et al., 1989) from a chosen set of 20 papers published in the last 5 years. We also give a list of ten top-cited publications associated with the quantum annealing studies in Appendix-B.
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Appendix-A

Some recent comments on the paper by Ray, Chakrabarti, & Chakrabarti (1989)

The seminal paper by Ray, Chakrabarti, & Chakrabarti, titled ‘Sherrington-Kirkpatrick model in a transverse field: Absence of replica symmetry breaking due to quantum fluctuations’, Physical Review B, vol. 39, p 11828 (1989), first indicated the possible benefit of quantum tunneling in the search for the ground state(s) of spin glasses. Although the paper has received modest citation (more than 150, Google Scholar), until 2000, most of the citations had been severely critical. It appears, the novelty of their idea is gradually being appreciated. We give below some selected sentences from a few sample papers, published in last five years, highlighting their idea and giving a telltale version of the present scenario:


7. Wang, Chen & Jonckheere (Dept. Electr. Engg., Univ. Southern California) begin their Scientific Reports (2016, vol. 6, art. 25797) by saying “Quantum annealing ... is a generic way to efficiently get close-to-optimum solutions in many NP-hard optimization problems ... is believed to utilize quantum tunneling instead of thermal hopping to more efficiently search for the optimum solution in the Hilbert space of a quantum annealing device such as the D-Wave [Ray, Chakrabarti & Chakrabarti, Physical Review B (1989); Kadowaki & Nishimori, Physical Review E (1999)].”


9. Yao et al. (Deps. Physics, Univ. California, Berkeley, Harvard Univ., Cambridge, Stanford Univ., California) in their arXiv (2016, no. 1607.01801), discussed, both theoretically and experimentally, the fast scrambling or thermal and localized regions of the transverse Ising SK models, following [Ray, Chakrabarti & Chakrabarti, Physical Review B (1989)] and compared their results (see their Fig. 2 caption) with those reported in [Mukherjee, Rajak & Chakrabarti, Physical Review E (2015)].


13. Azinovic et al. (ETH Zurich; RIKEN, Wako-shi; Media Research, Redmond, etc.) in their Scientific Reports (2017, vol. 7, art. 1044) says in the introduction “Quantum annealers [Kadowaki & Nishimori, Physical Review E (1998); Farhi et al., Science (2001)] provide a unique approach to finding the ground-states of discrete optimization problems, utilizing gradually decreasing quantum fluctuations to traverse barriers in the energy landscape in search of global optima, a mechanism commonly believed to have no classical counterpart [Kadowaki & Nishimori, Physical Review E (1998); Farhi et al., Science (2001); Das & Chakrabarti, Reviews of Modern Physics (2008)] uses quantum fluctuations to find the ground state of a system.”


15. Bottarelli et al. (Univ. Verona, Verona), in their FOCUS paper in Soft Computing (2018, vol. 18/218, art. 29/01/18) mentions, while discussing in the section on Quantum Annealing (QA) & D-Wave quantum annealers/computers, “The advantage of QA is the dependency of the tunneling probability both on the height and the width of the potential barrier, which gives it the ability to move in an energy landscape where local minima are separated by tall barriers, provided that they are narrow enough [Ray, Chakrabarti & Chakrabarti, Physical Review B (1989)].”

16. Albash & Lidar (Univ. Southern California) in their review paper Reviews of Modern Physics (2018, vol. 90, p. 015002) note that the exponential run time problem in classical annealing comes from “... energy barriers in the classical cost that scale
with problem size to foil single-spin update Simulated Annealing (SA). This agrees with the intuition that a Stoquastic Adiabatic Quantum Computation advantage over SA is associated with tall and thin barriers [Ray, Chakrabarti & Chakrabarti, Physical Review B (1989); Das & Chakrabarti, Reviews of Modern Physics (2008)].


19. Jiang et al. (Dept. Computer Science, Purdue Univ., Quantum Computing Institute, Oak Ridge National Laboratory) reporting on their quantum annealing framework for prime number factorization in Scientific Reports (2018, vol. 8, art. 17667) write “In this contribution, we introduce a new procedure for solving the integer factorization problem using quantum annealing [Kadwaki & Nishimori, Physical Review E (1998); Das & Chakrabarti, Reviews of Modern Physics (2008)] which utilizes adiabatic quantum computation. ... Quantum Annealing was introduced [Kadwaki & Nishimori, Physical Review E (1998)] to solve optimization problems using quantum fluctuations to transit to the ground state, compared to simulated annealing which uses thermal fluctuations to get to the global minimum. Quantum fluctuations such as quantum tunneling [Ray, Chakrabarti & Chakrabarti, Physical Review B (1989)] provide ways of transitions between states. The transverse field controls the rate of the transition, as the role of temperature played in simulated annealing.”


[The highlights in the text of each citation is by the author.]

Appendix-B:

Ten top-cited publications from Google Scholar with ‘Quantum Annealing’ in the title


[Numbers in ‘[ ]’ give the corresponding number of citations as on 22nd April, 2019, when the list had been compiled.]